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tential. Callaway and Glasser20 have given F(0) due 
to the uniform charge distribution for the cubic lattice, 
and we have calculated V(0) for the hexagonal lattice. 
The results are given below: 

F ( 0 ) h c p - - (47r/12o)0.06250ahcp
2, 

F(0)bcc= - (47r/12o)0.0495536abcc2, (All) 

where ahCP and abcc are the lattice constants for the 
20 J. Callaway and M. L. Glasser, Phys. Rev. 112, 73 (1958). 

I. INTRODUCTION 

IN this paper, we derive the Boltzmann equation for 
the phonon distribution only, in a crystal which 

is subject to a constant and small thermal disturbance 
such as a temperature gradient and in which phonons 
interact only with each other through a cubic anhar-
monic interaction. 

Within the framework of the approximation in which 
only the lowest order scattering process is retained, we 
can find that the Peierls integral equation1 for a phonon 
distribution is to be modified by correction terms. These 
terms are related to the spatial variation of the phonon 
distribution, so that they can be interpreted as renor-
malizing the phonon group velocity in the transport 
term of the Peierls equation. 

The derivation of the Boltzmann equation is carried 
out here by means of the Green's function method. 
Kadanoff and Baym2 have developed the Green's 
function approach to derive the Boltzmann equation 
for particle systems of either fermions or bosons subject 
to a mechanical disturbance. We proceeded initially 
along similar lines. In the particle case, there are certain 
difficulties concerning the choice of the boundary con­
ditions for the Green's function defined in a real time 

* Work supported by the U. S. Atomic Energy Commission. 
f Permanent address: Department of Physics, Tohoku Uni­

versity, Sendai, Japan. 
1 R. E. Peierls, Quantum Theory of Solids (Oxford University 

Press, Oxford, 1955). 
2 L. P. Kadanoff and G. Baym, Quantum Statistical Mechanics 

(W. A. Benjamin, Inc., New York, 1962). 

two lattices. Taking the atomic volumes to be the 
same in both the hexagonal and cubic phases and 
referring both results to the same lattice constant, we 
obtain a numerical comparison for V(0) for both 
phases. 

F(0)hcp= - (4x/Q0)0.0496063abcc
2, 

F(0)bcc= - (47r/O0)0.0495536abcc2. (A12) 

While F(0)hCp is slightly more binding than 7(0) bcc, 
the differences are quite small. 

domain. However, the thermodynamical Green's func­
tion defined for imaginary times satisfies definite 
boundary conditions. Then, using the relationship be­
tween the real-time and the imaginary-time Green's 
functions, and converting the equation of motion for the 
imaginary-time Green's function into that for the real­
time Green's function, the Boltzmann equation for a 
particle distribution function results. Thus, the essen­
tial part of this derivation of the Boltzmann equation 
appears to rest on the unique relationship between the 
real-time and the imaginary-time Green's functions; 
and this, in turn, is determined by the assumptions 
imposed on the asymptotic behavior of the system at 
the time t— — °o at which the mechanical disturbance 
was turned on adiabatically. 

On the other hand, in the present case of phonons, 
we have a rather different situation in several respects. 
First, in addition to the wave nature of phonons, the 
cubic anharmonic interactions do not conserve the 
number of phonons. Second, the external disturbance 
applied to the system is not a mechanical one. To cope 
with this situation, we have had to use arguments 
rather different from those used in the particle case. 

In Sec. II, we introduce a "nonequilibrium" phonon 
Green's function D, which is defined by the statistical 
average of the complex time correlation of "displace­
ment" operators. This nonequilibrium phonon Green's 
function is different from the usual definition of a 
phonon Green's function in that no specific functional 
form is assumed for the density matrix specifying the 
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statistical nature of the system. Instead, the definition 
of D is supplemented by assigning physically reasonable 
analytic and asymptotic properties to it. The equations 
of motion for D are given in Sec. I l l , and their deriva­
tion is described in the Appendix. 

Since we are then interested in obtaining a Boltz-
mann equation for the phonon distribution, it is neces­
sary to construct the wave packet of phonons. For this 
purpose, we construct a "phonon number-density" 
Green's function, G. Then (Sec. IV), the Wigner-like 
distribution function for a phonon is easily expressed 
in terms of G. 

Were we able to construct G directly, the calcula­
tions would be completed, but owing to the wave nature 
of phonons, the equation of motion for G becomes 
overly complicated to be handled directly. For this 
reason, we work with the equation of motion for D, 
instead of working directly with that for G. As is shown 
in Sec. IV, there is a simple relation between G and D, 
which serves to transform the equations of motion for 
D into the Boltzmann equation for the phonon-dis-
tribution function. 

The important basic assumptions adopted to derive 
the Boltzmann equation are as follows: 

(A) The nonequilibrium behavior of the system, 
which is our interest, is completely described by the 
"nonequilibrium" Green's functions. 

(B) In the sufficiently remote future, say T, which 
will be eventually put equal to + <*>, the system tends 
to an "equilibrium state," which will be characterized 
by analytic properties of "equilibrium" phonon Green's 
functions. 

(C) At the present time to, the system is reasonably 
close to the equilibrium state. Accordingly, we are 
essentially concerned with linear phenomena. 

While these conditions are shown to be sufficient to 
lead to the Boltzmann equation it is not demonstrated 
that they are unique, nor general. 

The mathematical procedure to derive the Boltzmann 
equation is presented in Sec. V, where we focus our 
argument to the lowest-order scattering process of 
phonons, and also to the "steady-state" case where the 
phonon-distribution function is independent of time to. 

Section VI is devoted to discussions of the result 
obtained and the possible generalization of Peierls' in­
tegral equation. 

II. PHONON GREEN'S FUNCTIONS DESCRIBING 
THE NONEQUILIBRIUM STATE 

Throughout the present paper, we put ft=\ and take 
the volume of the system to be unity. The Hamiltonian 
of the system is taken to be 

^ = S w A + 5Z '\V(ki,k2,kz)AklAktAkt. (2.1) 

In this expression, the operators ak and ak
+ are phonon 

1 annihilation and creation operators, respectively. The 
s suffix k represents the wave vector, k, and the polariza-
s tion index j of phonon, i.e., &= (kj) . In what follows, 

we also use the conventional notation that — k = (— k, j). 
The operator Ak, which is the displacement operator, 

- is defined by 
Ah = (l/2co*)1/2(^+a~*+). (2.2a) 

> Defining the conjugate operator Bk by 

j Bk = -i(uk/2yi*(ak-a-k+), (2.2b) 

we find that these operators satisfy the following 
relations : 

J A„k = Ak+, B-k=Bk+, (2.3a) 

J C ^ ^ F ] = C ^ A 0 = 0 , (2.3b) 

; ZAk>Bk>l = iA(k+k'), (2.3c) 
where 

I A(k+k')^5j,r5(k+k') modK (2.4) 

(K is an arbitrary reciprocal lattice vector). 

5 The coefficients V(ki,k2,kz) in the second term of Eq. 
(2.1) are the Fourier transforms of the third-order 
atomic force constant, and related to the analogous co-

[ efficients $ defined by Born and Huang3 by4 

F ( t i M ) = mi/2Mh,k2,h)Mki+k2+U). (2.5) 
1 

} The coefficients V(khk2jkz) have the well-known prop-
[ erties that they are unchanged by permutation of their 
i arguments, and are changed into their complex conju­

gate by an inversion of all their wave vectors. 
We introduce "nonequilibrium" phonon Green's func-

: tions by 

, D(p,t;p'/) = D>(p,t;pf/) for 
0>Im(*-*0) -Im(*'-*0)> - / ? , (2.6a) 

= D<(p,t;p',t') for 
j8>Im(/ - / 0 ) - Im(/ / - /o)>0, (2.6b) 

[ where 

D>(P,t;p',?)= -i{A+{t)Ap,{t')S)/{S), (2.7a) 

D<{pMP'f)=-i{AAf)Ap+(t)S)/{S), (2.7b) 

(
rtor-0 "j 

* £ / dtJk(t)Ak(t)\, (2.8) 
Ap(t) = exp(iHt)Apexp(-iHt), (2.9) 

{•••)=trace{p---}. (2.10) 

In Eq. (2.10), p is a "nonequilibrium" density matrix 
describing the system under consideration. In this defi­
nition of D, all the time arguments, / and t\ take com-

3 M. Born and K. Huang, Dynamical Theory of Crystal Lattices 
(Oxford University Press, Oxford, 1954), p. 217. 

« A. A. Maradudin and A. E. Fein, Phys. Rev. 128, 2589 (1962). 
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plex values on the line from to to h—ifi, where h is a real 
number and denotes the present time and £ is identified 
with 1/kT asymptotically. The symbol T in the ex­
pression (2.8) means to rearrange the operators in order 
of magnitude of the imaginary parts of the time argu­
ments, in the same way as is expressed by Eqs. (2.6) 
and (2.7). The generating operator 5 has been intro­
duced for mathematical convenience to derive the 
equations of motion for D. The source parameter /&(/) 
may be assumed to be an infinitesimalry small quantity 
which vanishes as / —> + <*>. 

We also need the "equilibrium" phonon Green's 
function, A^, which is defined by the same expressions 
(2.6) and (2.7), as Dy except that S is put equal to unity 
and the density matrix p is replaced by the grand 
canonical equilibrium density matrix with chemical 
potential ix — 0, 

peq=exp(-/3£r)/trace exp(-0H). (2.11) 

Then, we see that D«?(p,t\p'j!) and D^iPAp',?) 
have the following properties. (1) They depend only on 
the difference of the time arguments, t—t'. (2) They are 
diagonal in wave vectors p, because the Hamiltonian H 
has the translational symmetry of the crystal. (3) They 
are analytic in the restricted domains of complex time 
plane, 0>lm(t-t')>-p and p>Tm(t-t?)>0, respec­
tively. (4) They satisfy the periodic boundary condition 

De*>(p, t-t') = De(l<(p, t-t'+i0) , (2.12) 

which can be proved by using the cyclic invariance of 
the trace and recalling that the chemical potential for 
phonons is zero.2 (5) We also assign the property to 
^ e q

> , < that they are diagonal in the polarization index 
of photons. 

In the definition of the nonequilibrium Green's func­
tion D, the density matrix p describing the system is 
obviously not taken to be the same canonical form 
as Eq. (2.11). Instead of taking any specific functional 
form at first for the density matrix p, we assign the 
following properties to D>><:, in accordance with the 
basic assumptions mentioned in the introduction. (1) 
D>'<(p,t; p',tf) is dependent only on / -Y, analytic in 
the same domains of complex time plane as Z>eq

>,< 

and diagonal in the polarization index of phonons. 
(2) As for the wave-vector dependence, we regard 
D>t<(p,t; p',tf) as being sharply peaked functions about 
i(p+pO w ^h small spread around it. (3) D>>< is inde­
pendent of to. Strictly speaking, the nonequilibrium 
Green's function describing the nonequilibrium be­
havior of the system should be dependent on the choice 
of the present time to. However, since we consider the 
steady-state case where the external thermal dis­
turbance is constant, we neglect the to dependence of 
D>*< in the present problem. Thus, though the deriva­
tions following contain apparently separate dependence 
on h and t2, this is done for mathematical convenience 
and any dependence on to=i (/1+/2) is to be suppressed. 

« _ + _ J L 

(a) (b) 

FIG. 1. A schematic representation of the equation 
of motion for D. 

III. EQUATIONS OF MOTION FOR D 

Using Eqs. (2.3) and the symmetry properties of the 
coefficients, V(khk2,kz), of the cubic interactions, we 
obtain the equations of motion for the operators Ap(t) 
and Bp(t) as follows: 

AP=BP, (3.1a) 

BP=-up
2Ap- £ V(khk2jh)A(ki+p)AkiAk2. 

(3.1b) 

By use of these equations, we can derive the equations 
of motion for D, which are written as 

LW/dtfi+vJlDfahiPifr) 

= -8(ih-it2)A(pi-p2)- E V(kh-k2yh) 
kl,k2,k3 

XA(k1-p1)R(~k2j h;fa, h;p2, t2) (3.2a) 
and 

LWdt2*)+upfiD(phh;p2,t2) 

= -8(ih-it2)A(p1-p2)~ I ] V(-khk2, -kz) 
k\,k2,kz 

XAfa-pJRi-pi, h;k2, /2; -kz, t2). (3.2b) 

The second-order time derivatives on the left-hand side 
of Eq. (3.2) are carried out along the line from to to 
to—ip in the complex time plane. On the right-hand 
side of Eq. (3.2), the first terms come from the dif­
ferentiation of the chronological ordering symbol T in 
the expression of D. In the second terms, the new 
Green's function R is defined by 

R(Puh; p2,h; pz,h) 
^-i{T{APl{h)APMAPMS))/(S). (3.3) 

In the Appendix, it is shown that the new function R, 
which is a functional of D, can be expressed in terms of 
D. Therefore, we can rewrite Eq. (3.2a), for example, in 
the following form. 

Z(d*/dh>)+o>pl^D(phh;p2,t2) 

pto—0 

= -A(pi-Pi)S(ih-it2)+T, / drL(phh; q,r) 

XDiqsip^h). (3.4) 
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Here L satisfies the following equation: 

x 
/• to— *j3 /• t o—1/3 

i _ i 2 ( l i ) ^ 5 + y s ( r - l i ) + i l / dr2 drzV(—qhTz]q2jT2)—q,r) 
J lQ J to 

XD(qhTZ] h)t1)lD(k2)tl;q2,r2)+iAq2(T2)A^k2(h)2 , (3.5) 

ff2,«8. 

where 

r ( - ? 3 , r3 ;^2, r2 ; -q, r) 
= -W~l{~qh r3 ; g, r)/6A52(r2) 

- -8L(-qh r3; ?, T)/8A.Q2(T2) , (3.6) 

Afl(r) = <r{4 f l ( r )5}>/<5>. (3.7) 

The quantity -Afl(r) defined by Eq. (3.7) is not, a priori, 
taken to be vanishing, because there exists spatial in-
homogeneity in the system. As a matter of fact, Aq(r) 
can be regarded as representing a dynamical phonon 
field produced by the creation (or destruction) of 
phonons. The time dependence of this phonon field 
destroys the stationarity of the phenomena, introducing 
a to dependence into the formulation. Eventually, we 
restrict consideration to negligible Jo dependence, but 
we may drop the terms including Aq(r) explicitly only 
after carrying out formally the proper evaluation of D. 
Actually, in order to obtain the expression for L, we 
iterate Eq. (3.5) by using Eq. (3.6) and then drop the 
terms still including Aq(r) explicitly. Thus, we can, in 
principle, obtain an expansion of L in terms of D% 
which is not written down here explicitly. The structure 
of the equation of motion (3.4) is shown schematically 
in Fig. 1, where the heavy solid line represents D and 
the light solid line represents the "noninteracting" 
phonon Green's function Do defined by 

l(dW)+up*lDo(phh;p2,t2) 

= -A(pi-p*)i(it1-iti). (3.8) 

IV. PHONON NUMBER-DENSITY GREEN'S 
FUNCTION G 

To derive the Boltzmann equation for the phonon 
distribution, we must consider wave packets of phonons. 
These may be studied by introducing the "phonon 
number-density'' Green's functions, which are defined 
by 

G(puh; p2,t2) = G>(pi,h; p2yt2) for 

0 > I m ( * i - / 0 ) - I m ( / 2 - / 0 ) > - / 3 , (4.1a) 

= G<(pht1;p2,t2) for 

/ 3 > I m ( / i - ' / o ) - I m ( f c - / o ) > 0 , (4.1b) 
where 

Then, we can define the Wigner-like5 distribution func­
tion for phonons in terms of G> as follows. 

tf(p;i;R) 

= L exp(-iK-R)G>( v+-,jM P - ~ J > J L ^ . f l , 

(4.3) 

. Within the framework of the present approximation, in 
which the *o dependence of the Green's function is 
neglected, the distribution function N(p; j ; R) is in­
dependent of time. 

As was mentioned in the introduction, it is hard to 
work directly with the equations of motion for G, which 
could not be obtained in a simple form. Fortunately, 
there is a simple relation between G and D, 

G(phh; p2,h) 

=—(a>plaP2)~
1l2A(p1-p2)5(ih-it2) 

2i 

+-(COP 1CDO T ) l'2 ( \~iuP1)( % 
\a/ i J\dt2 J 

XD(phh',p2yt2). (4.4) 

G>(puh;p*,ti) =(aP+(h)aP2(t2)S)/(S), (4.2a) 

G<(puh;pht2) = (apl(h)ap+(fOS)/{S). (4.2b) 

This relation is easily verified if we write the expression 
of G in terms of Ap and Bp, and compare it with the 
right-hand side of Eq. (4.4), where Eqs. (3.1) are used 
for the time derivatives. 

In the next section, Eqs. (4.3) and (4.4) are used to 
transform the equations of motion for D into that for 
the phonon-distribution function N. 

V. DERIVATION OF THE BOLTZMANN EQUATION 

The deviation of the system from the equilibrium 
state is described by the difference of the nonequi-
librium Green's function from the equilibrium one. 
Denoting this difference by AD=D—Deq (or AG 
— G—Geq), we linearize the equations of motion (3.2) 
with respect to AD (or AG). 

In what follows, we focus our argument only to the 
lowest-order scattering process, which is represented by 
diagram (a) in Fig. 1. 

5 E. P. Wigner, Phys. Rev. 40, 749 (1932). 
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We apply the differential operator [(d/d/i)—iwpi] on the right-band side of the equation is still written in 
both sides of Eq. (4.4), and use Eq. (3.4) to eliminate terms of D's. Subtracting the corresponding equation 
the second-order time derivatives of D. Then, we obtain 
the equation which governs the first-order time de-

of motion for Geq from the equation of motion for G 
obtained, we are led to the equation of motion for AG, 

rivatives of G, i.e., (d/dti—ioiP1)G(phti; p2,t2), whereas which is written as 

Z(d/dh)-w>PC\AG(phti'9 p2,t2) = h(o>P1a>P2)-
112 L E V(ph -K h)V(-qh q2, -qz) 
k2,k3 qi,q2,Q3 

to-ip 

•J X / dT[_(d/dt2)-io>P2~]A{D{k2,h) q2,T)D(qhr; k3,h)D(qhr; p2,t2)} . (5.1a) 

For the lowest order scattering process represented by the diagram (a) in Fig. 1, there appears the product of 
three D's in the right-hand side of Eq. (5.1a). The symbol A{ • • •} is to retain only linear terms of AD. 

Similarly, applying the operator [(d/%)+fcoP 2] on both sides of Eq. (4.4), and using Eq. (3.2b), we obtain 

l{d/dt2)-\-io)m~]AG(phh) ^ 2 ) = H ^ I " P 2 ) ~ 1 / 2 Z E V(-p2} k2, —h)V(qh -q2, qz) 
k2,hz 21, 22,23 

J to 

dT[_{d/dh)+io>pl~]A{D{phh) qhr)D(q2jr; k2,t2)D(kht2; qhr)} . (5.1b) 

The Boltzmann equation is then derived by the fol­
lowing procedure. To begin with, we assume that 
i(ti—to)>i(t2—to), so that it suffices to consider 
AG>(p1t1;p2t2). 

(1) Add the two equations (5.1a) and (5.1b). Then 
the left-hand side is given by 

-i(o)pl -uP2)AG>(phti;p2,t2), (5.2) 

because the other terms, (d/dti)AG> and (d/dt2)AG>
7 

cancel each other on account of the fact that AG> 

X (pih; p4i) depends only on h —12. 
(2) Consider the integral appearing on the right-hand 

side of the combined equation. Let Y be the complex 
time domain enclosed by straight line segments 
(Co,Ci,C2,C3) illustrated in Fig. 2. Since both D>t< and 
Z?eq>,< have no singularity in V, the integral along 
Co(/o—>/o—i$) can be replaced by the integral along 
Ci, C2 and Cz by making use of CauchyJs theorem. 
Moreover, since we assume that in sufficiently remote 
future the system approaches the equilibrium state, we 
can put AD>>< equal to zero along the path C2 in the 
limit of T —» + °° • Therefore the net contribution of 
this integral comes only through the integrals along 
the paths d and C3. Thus, in the limit of T —> + °° the 
integral along the path Co is changed to 

i d 
J to 

drA{D(qi; r ; p2,t2)D(k2,ti; q2,r)D(qhT] h,h)} 1m / di 
n-*™Jto 
lim 
T—>oo 

A{D<(qhT;p2)t2)D>(k2,h]q2jT)D<(qhr;h)h)} 

-lim 
T->oo 

J to-

drA{D>(qhr'}p2jt2)D<(k2}h;q2yT)D>(qhT; khh)}. (5.3) 

The other integral appearing in Eq. (5.1b) is also Thus, we can write the equation in terms of the Fourier 
changed in the same manner. transforms. 

(3) Take the limit of (4) Linearize the right-hand side of the equation 
with respect to AD>><. Note that the term A{ • • •} of 

/ a - ^ o - i O , * i - > * 0 - t 0 , LH*i-fo)>H*2-*o)j. Eqs. (5.1a) and (5.1b) gives rise to three terms, each 
Then, all the time arguments of the Green's functions of which consists of the product of AD>>< and two 
appearing on both sides of the equation take values on D>><'s. We replace these two D><'s by Z>eq

>-<,s. In 
the real axis or the axis parallel to the real axis. Along 
these axes we can introduce the Fourier transform of 
the Green's functions by 

dot 
G>.<(/)= / —<?>•<(«)*-*•«, (5.4a) 

D>.<(0 = 

r00 do) 

J-00 2w 

f 
2TT 

doo 
—1 
2TT 

the further reduction of the equation, we make use of the 

FIG. 2. The path 
of the integration ap­
pearing on the right-
hand side of Eq. 
(5.1a) or Eq. (5.1b). 

-D>><(o))e-i«t. (5.4b) 

1 

t2 

> 
V 

0 

C0 

>c ' 7 

r 

< 

T 

T 

T-ifi 
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properties of Z7eq
> '<, which were mentioned in Sec. I I , and and denote AD>'<(pi,p2')cci) by A Z ) > » < ( P , K ; ji\ coi). 

the symmetry properties of the coefficients V(khk2M). Noticing that the pi and p2 refer to the same polariza-
I t is convenient to introduce the mean and relative t i o n i n d e x y1? w e r e w r i t e Wpi a n d ̂  a s a(v+fa i i ) and 

wave vectors y ^ ( P l + p a ) ? (5#5a) w (P~i K > i i ) , respectively. 

a n d ' As a result, we obtain the equation of motion, which 

K = pi— p 2 , (5.5b) is given by 

\ 2 V \ 2' V J ***zh,hJ J J 

doi\ doo2 dwz 
l im 

2TT 2TT 2TT r->+00 

- « ( w i — W 2 + W 3 ) T 

C O I — C O 2 + « 3 ) T 

X [ A D > ( P , K ; j i ; « i ) - A£><( P ,K ; y i ; c o 1 ) e ^ p e q
< ( k 2 j 2 ; c o ^ Z ^ k ^ ; co3) 

X j w i - w f p — j i j J W p + - j i ; - k 2 , 7 2 ; k 3 , i 3 J / dr* 

+ c o 1 - J p + - j i j \\v( p j i ; - k 2 , y 2 ; k 3 , i 3 J / dre+i^ 

+ [AZ)<(k2jK; j 2 ; co2)- AZ)>(k2)K; i 2 ; c o 2 ) 6 - ^ p e q > ( k 3 j 3 ; co3) 

/ K K \ / K K \ 
x W p + - , i i ; - k 2 — J 2 ; k 3 j 3 j F * ( p — , j \ ; - k 2 + - J 2 ; k 3 j 3 J 

( p + - j i ) V i p + - , i i ; wij / ^ re+^"i-^+-3)r coi—col 

+ [ A Z ? > ( k 3 , K ; i 3 ; c o 3 ) - A D < ( k 3 ) K ; j 8 ; o > 3 ) e ^ ] z ) e q < ( k 2 j - 2 ; 0,2) 

XVl p+-Ji; -k2 , i2; k3—J3JW p—ji; ~k2jy2; k3+-j3J 

X coi—co ( P - » } ^ > ( P - ^ ; - ) / O V r g — i(o>i— O>2+W3)T 

+ C O x - J p + - j ! J U e Q
> ( P + - J 1 ; CO! J I rfT^(«l-«»f « . ) r j . ( 5 . 6 ) 

One of the important features of this equation is that the identity 
if AD>t< satisfies 

AZ)>(p,K;i;co) = AZ)<(p,K; i ;co)^ , (5.7) I lim / d dTezfi (w 1—w2+a>3) T 
=Fi 

COi —C02+C03::Ff€ 

then the right-hand side of Eq. (5.6) vanishes auto­
matically. In this case, Eq. (5.6) is immediately reduced 
to the Boltzmann equation for the phonon-distribution 
function without collision terms. 

= =Fi 
1 

(coi—CO2+CO3)P 
•zfci7r5(coi—CO2+CO3) [, (5.8) 

! • 

(5) Taking the limit of T —* + 00 9 we make use of value. 
where the suffix P is to denote taking the principal 
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(6) Expand [co(p+§K, 71) - « ( p - | i c , ji)l with re­
spect to K, and keep the first term of the expansion. 
Then, we obtain 

u(p+i*> ji) - co(p-§K, ji) = K- vPf i l , (5.9) 
where 

Y9,h=(d<o(p',jd/dp')j>>-v. (5.10) 

Vp,̂  is the group velocity of phonon (p j i ) . This ap­
proximation is valid when 

K-vP( i l<co(pji). (5.11) 

Substituting Eq. (5.9) into the left-hand side of Eq. 
(5.6), and making use of Eq. (4.3), we can transform 
the left-hand side of Eq. (5.6) into 

Vp.n-VRA^pJ^R), (5.12) 

which is the usual transport term. 

Likewise, we may also expand of the right-hand side 
of Eq. (5.6), except AD>><, with respect to K, and retain 
terms up to the first order in (K« vp,y/co(pj)). 

We notice that AG> and AD>< are of the same order 
of magnitude in the lowest order of (K« vp,,/a>(p,i)), as 
is seen later. I t is also noted that in terms of phonon 
distribution function, the condition (5.11) can be 
written as 

v P , vV*N(v , j \ ; R)<co(p,i1)iV(pJ1; R) . (5.13) 

Therefore, the present approximation is equivalent to 
neglecting the second and higher order space-deriva­
tives of N(p,j; R), corresponding to the assumption 
that the spatial variation of N(p,j; R) is slow. 

(7) Introduce the spectral density A (p,i,co) by 

^ e q > ( p J » = iln(fo)+V\A (p,/,co) , (5.14a) 

^ e q < ( p J » = in(<a)A (pj,co) , (5.14b) 
where 

»(«) = 1 / ( ^ - 1 ) . (5.15) 

Then, A (pj,co) can be expressed by 

A ( p j » = - i{Dec> ( p j » - £>eq< ( p j » } 

J —r 

dte^(ZApj+(t),Apj-])e(l. (5.16) 

As for the nonequilibrium Green's functions D>,<, we 
put them in the following form: 

Z»(p,K,i; w)=itv(v,K,j; co) + l ] , 4 ( p j ; co), (5.17a) 

D<(v^J; u)=iv(p,K,j; w)A ( p j ; o>), (5.17b) 

where we use the same spectral density A(pJ,oS) as 
(5.16) and introduce the function v. Then it follows 
that 

AD>(ptzJ; co) = AZ><(p,Kj; co) 

= iAv(v,K,j;w)A(p,j;a>), (5.18) 
where 

Av(p,K,j; co)- v(p,K,j; co)-»(co) . (5.19) 

We now transform Eq. (5.6) into the equation for the 
phonon distribution function. For this purpose, use is 
made of the relation (4.4) which can be reduced into 

AG>(p,icJ;w) 
= p/2co(pj)]{co-co(p,y)}2AZ)>(p,K;j;co) 

+0((K.kp,y/co(p,i)). (5.20) 

We see that AG> and AD> are of the same order of 
magnitude in the lowest order of ((K«z>p,y/co(p,y)), so 
that we can neglect the second term on the right-hand 
side of Eq. (5.20). 

Substitution of this relation (5.20) and Eq. (5.18) 
into Eq. (4.3) yields 

N(p,j;R)-Neci(p,j) 

r°° do) 
= E / — e--RAG>(p,K,i;co) 

K 7_oo 27T 

J —< 

do) {co-co(pj)}' 

>27r 2co(pj) 

where 
XA, (P , i ;R ;co ) , (5.21) 

Av(v,j; R;co) = Z e~^Av{v^j ^), (5.22) 

Thus, we can transform Eq. (5.6) into the equation 
for iV(pj,R), which is not written down here ex­
plicitly, because it is too complicated. 

(8) In order to simplify the equation thus obtained, 
we will make an additional approximation. We take 
the simplest form for the spectral density: 

4(p>/;«) = fr/o>(pJ)) 
X{5(co+co(p,i))-5(co-co(p,i))}. (5.23) 

This approximation is valid in the limit of weak inter­
action, and allowed when the phonon lifetime r(p,j) 
is long enough to satisfy 

" ( p , i ) r ( p , j ) » l . (5.24) 

In this approximation, Eq. (5.21) is reduced to 

N(p,j; R ) - 2 W p , j ) = - A K P . i ; R; - « ( P » / ) ) . (5.25) 

Thus, Av is directly related to the deviation of phonon 
distribution function from the equilibrium distribution 
function. Therefore, in accordance with the argument of 
Peierls,1 we introduce a new function g by 

( - l ) A » ( p , i ; R;co) = s (p , i ; R;«)f»(«)[n(«) + 1 ] . (5.26) 

I t should be noted that this function g satisfies 

g ( p , i ; R ; c o ) = - g ( - p ; i ; R ; - c o ) . (5.27) 

The proof of this relation is given as follows; if we use 
the property of operator Ap, Eq. (2.3a), it follows from 
Eq. (5.16) that 

A(v,j;w)=-A(~v,j; -w). (5.28) 
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Similarly, it also follows from Eq. (2.7) that Substituting Eqs. (5.26), (5.28), and (5.29) into Eq. 

A£»( -p , K,/ ; -CO) = A D < ( P , K , 7 > ) . (5.29) (S-18)> a n d m a k i n ^ u s e o f E* (5-30>> w e o b t a i n t h e 

V F ' 'J' } u* '•/' ' v relation (5.27). 
On the other hand, it is obvious from Eq. (5.15) that B y m a k i n g u s e of E q < ( 5 > 2 7 ) ) w e o b t a i n finally t h e 

n{—co) = — [n(u>) + 1 ] . (5.30) Boltzmann equation for N, which is given by 

vP,rV*iVXp,./;R) 

E E "{ I H P , j ; ~Vf, / j p", / 0 |25(«p,i--Wp,iJv+Wp,/|y,/)[Wpfy+l>p/,i'[«p''.i'' + 1 ] 
P' .P" j ' . i " 2wP)yC0p't>7va)p//jv-

X [ - g ( p , i ; R; -« , .y)+g(p ' , i / ; R; - a y , y ) - g ( p " , i " ; R; -«,».*»)] 

+l|l /(p,i; - P ' , / ; -p",/')l2«(«p.i-wP'.,v-w,-,3v,) 

x[wp,j+i>p',y'»p»j"C-g(p.i;R; -<v/)+g(p',/; R; -«v,y)+g(p", j " ; R; -«p".y)]} 

-«(P,i)vp,y VRA^(PJ; R)+ £ {/3(1>(p,i; p ' JX.y+^ tpJ ; P ' J O V ^ - V R W , / ; R) 
p'.i ' 

- E ( 7 ( 1 ) ( P J ; P , /,i , /)v,.y+7w(p,i; p",i") w > • V R W , / ' ; M. (5.31) 

p" , i " 

In this equation we have used the abbreviation that 

wP,y= 1/(«*"•>-1), 
a ( P j ) = E E {8c0p , / c0p / J vWp/ / t J v / } - 1 [»p ,y+ l ] - 1 

p'.p" j ' . i " 

(5.32) 

X 
',yC«p".i" + l ] ! [wp'j'+ilC^P"./"+!] 1 «p',i'»p".y 

+ (wp-y—ay.y+Wp'^'Oj0 2 (wp,y+ay ,y<+wP",/»)p 2 (cop,y—ay,y — wp-,iy.,)P 

( 2wp,y/Vp,y 3 \ 1 
X | F ( p , i ; - p ' , i ' ; p " , i " ) [ 2 | F ( p , i ; - p ' ; i ' ; p " , / ' ) | 2 , (5.33) 

l »P,y \»p,y dp / ) 

^ ( 1 ) ( P J ; V',j')= £ {4Wp.yC0p-,y^,,y,-}^[«p,,y, + l ] - V , ^ 1 « P , y i V (jf, j \ ~P', f 5 p", j " ) I* 
p " , y " 

X 
[wp/.y+1]v /.i". ! Cwp'.y+1]Cwp".y"+1] * v.y/Wp"./ 

(wPiy — Wp^y/+COp//,jV/)p2 2 (C0p,y — Wp/,y/— Wp//,jv/)p2 2 (C0p )y+C0p^y/+Wp// Jv/)P
2 

+ E {2a)plya>p',jvcop//(Jv/} %py| $(c0P,y—ciy,y/+ay/,y//)H $(«p,;—wP',/—coP",y") 
p".y" I 2 wP",y" 

x— imlT— •-7(P)j; -P',/;#",/ ') V(P,i; - P ' , / ; P",J")1 , (5. 
"p,y U-V/ 3p J J 

/3<2)(p,i; p',i') = £ ImlT— ~7(p,y; -P ' , / ; p",i")V*(p,i; -p',y'; p", j")l 
p",i" ILty.y/ dp J )V , / ' 

34) 

X{2cop,yC0p/(y/C0p^iy-} VWp.y 8(«p,y—cop^y/+«p»,y»)+ 
2 ?v. 

5(coPj —a>p>,y> —Wp^y) f ? (5.35) 
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7 (1 )(p,i;p",i")=Z{4cop ,y^,y- ( 
J>'Jf 

•.i->-1{»p-.i-C»p».y-+i]>-S.yl ^ ( P , i ; - P ' > / ; P"> i")l 

X 
C » P ' , J ' + I ] » P 

"Wp'j'+Wp , ^ ) / 
1 [w^y/+0>p'',y'' + l] ! np',ifnp"J" 

2 (wp,j—o>p>j>—<ap»,j»)p* 
2 (wp,y+«p',y+Wp OP2 

+ L {2c0pJC0p.,JvC0p-,y/.}-1[^p-fy- + l]-1^P(£Wp,j,v + l ] 
p'.i ' 

X|5(cop , j—wp 

1 [»,».y»+l] 
5(cop v . y 

X— Imj I"——V(p, j ; -p', j ' ; p", j")V(p, j ; -p' : 
»p.y IL Wp.i dp J ' . 

7(2)(p,i; P",i")= Z (~l)x{2«F,^1^p»1y»}-»C»,»j»+l]-inp.yC»p'J'+l] 

i ' ;p" , i " ) , (5.36) 

p'.y 

X|5(wPfJ—Wp/fJv+C0p • . y » ) — 
2 

1 C»,»j»+1] 
•S(wP,y-Wp',y—Wp",y) 

i (rv,».y» a 
X Im 

V , y l L v , y " dp" 
V(p,j;-p',j';p",j") V*(p,j;-P',f;v",j") • (5.37) 

If we compare Eq. (5.31) with Peierls' integral equa­
tion for phonon distribution [Eq. (2.76) of his book1], 
we see that the terms represented by the first four 
lines on the right-hand side of Eq. (5.31) are identical 
with the collision term of Peierls' equation. Equation 
(5.31) includes the additional terms represented by the 
last three lines on the right-hand side, which were 
omitted in the Peierls' equation. These additional 
terms as well as the transport term on the left-hand 
side of Eq. (5.31) arise because the wave packets have 
a small spread in wave vectors around the mean wave 
vector. 

One of the additional terms, which is represented by 
—a(pj)vp,yVRiV(p,</; R), can be transferred to the 
left-hand side of Eq. (5.31) to modify the original trans­
port term. In addition, if the spatial variation of 
iV(pj; R) satisfies a simple relation such that 

V*N(j/,f; R) = C(p ' , / ; p,j)V*N(p,j; R), (5.38) 

then the terms represented by the last two lines on the 
right-hand side of Eq. (5.31) also can be rearranged so 
as to modify the transport term on the left of Eq. 
(5.31). Obviously, such a modification of the transport 
term results in the replacement of the phonon group 
velocity vpj by the new velocity, which will be just a 
renormalized phonon group velocity. 

It is interesting to observe that the relation (5.38) is 
not unreasonable. In fact, according to Peierls, we put 

placed by 

V*N(p,j; R) 

dT 
Vv,T=nt ,£n, ,t+1 ] — V R T , (5.40) 

because we can neglect Nl in the transport term, as was 
discussed by Peierls.1 In this case, we have the simple 
relation 

VRiV(p',/;R) 

wp',y[MP'y+l]wp 
•VRiV(pj;R). (5.41) 

iV(p,i;R) = «p ,y+iV1(pj;R), (5.39) 

and assume that nVtj shows R dependence only through 
the temperature factor T(R) (introduction of the idea 
of local temperature), then VRN(PJ; R) can be re-

VI. DISCUSSION 

In summary, we have presented in this paper a 
Green's function approach to derive the Boltzmann 
equation for the phonon distribution function in an 
interacting pure-phonon system. The Boltzmann equa­
tion derived is identical with the Peierls integral equa­
tion, except for certain additional correction terms. 
Under a reasonable condition [see Eq. (5.38)], the cor­
rection terms can be absoibed into the transport term, 
provided that the phonon group velocity appearing in 
the original transport terms is replaced by the renor­
malized one. Tracing the procedure of deriving the 
Boltzmann equation, we can find that the renormalizing 
effect of the phonon-group velocity is related not only 
to collisions of three wave packets of phonons, but also 
to interactions between phonons constituting the wave 
packet itself. 



A 1 4 0 6 C . H O R I E A N D J . A . K R U M H A N S L 

One may suppose that the renormalization of the 
phonon group velocity should come partly from the 
shift of the phonon spectrum due to interactions. I t is 
hard to identify this effect in our expressions (5.33)-
(5.37). However, it is rather obvious that in the ex­
pression of the renormalized group velocity there is 
also included another effect, which is connected with 
the wave vector spread in the representation of the 
wave packets. I t is possible that we could estimate 
the contribution due to the usual phonon-energy shift, 
if we take the expression of the renormalized phonon 
frequency, which is given by Maradudin and Fein.4 No 
further discussion of this matter is given here. 

In the present derivation of the Boltzmann equation, 
we eventually assumed that the to dependence of the 
nonequilibrium Green's functions can be neglected. If 
this /o-dependence were not neglected, it would yield 
additional terms to the Boltzmann equation. Formally, 
it seems that the analytic and asymptotic conditions 
imposed are sufficient to have a well defined problem. 
However, the expression of the Fourier transform of the 
Boltzmann equation corresponding to (5.6) would con­
tain not only a term in 0, a transform variable conjugate 
to to: and representing (d/dto) on the left-hand side, but 
also there would be a complicated modification of the 
collision terms due to conservation conditions which 
now must incorporate Q. Since the to dependence of the 
phonon distribution function provides an additional 
energy to the system, the conservation of energy of 
wave packets in collisions should be modified. For ex­
ample, we can see that the factor 5 (coPJ-—c«v ,y+&$> /,,-//), 
which appears in Eq. (5.31) should be replaced by 

i5(c0pl,--C0p/Jv + C0p/',,v/ + | ^ ) 

where ft represents the frequency corresponding to the 
to dependence. The direction in which further approxi­
mations to cover the cases where either the distribution 
or the collision terms must be corrected because of a 

rapid dependence on to is indicated by the present ap­
proach, but is yet to be worked out in detail. 

Since we have seen that the Boltzmann equation of 
the Peierls type is still valid within the framework of 
the lowest-order scattering process, we can refer ques­
tions of its solution to standard references. Here we are 
content to note that the solution g ( p j ; R; —wP,y) 
should satisfy the symmetry property represented by 
Eq. (5.27). 

Finally, we wish to make a few remarks on the gen­
eralization of the Boltzmann equation. I t seems possible 
to include the effect of the finite lifetime of phonons into 
the Boltzmann equation if we use a more general ex­
pression of the spectral density ^l(pj;co) instead of 
using Eq. (5.23), in the step (8) mentioned in Sec. V. 
(We do not discuss the result here.) I t also seems 
interesting to generalize the Boltzmann equation to 
include higher order scattering processes. However, 
there is no guarantee, for example, that the higher-
order scattering processes via cubic interaction are as 
important as the lower-order scattering processes by 
quartic interactions. Even if this were true, it would 
not be sufficient to replace the cubic interaction matrix 
V(ki,k2,kz) appearing in the Peierls equation by a more 
general T matrix, which could be obtained from the 
perturbation series for V. Obviously, we should also 
take into account the possibility that the phonon 
Green's functions constituting the T matrix should be 
replaced by the nonequilibrium ones, so that they would 
yield additional terms to the Peierls equation. 
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APPENDIX 

We derive Eq. (3.4), in which the Green's function R 
is expressed in terms of D. The function R defined by 
Eq. (3.3) can be expressed in terms of functional de­
rivatives6 with respect to Jk(t) as follows: 

1 1 6{(S)D(-kz,h',pht2)} 1 51n(5) 1 8D(-kh h; p2, t2) 
R(-k2, / i ;*8, h;p2, h)= = D(-kh h;p2, k)+ . (A.l) 

* (S) fi/-*l(*i) i «/_fc,(/i) i fi/_*,(*i) 

From the definition of S, we obtain 

1 51n<5) 
-(T{A„k2(h)S}) = A-k2(t1). 

I t is also seen that 
i5J..k2(h) (S) 

-8Ap(t)/8Jp>(t') = D(-p, t; p\ t')+iAp(t)Ap,(t'), 

(A.2) 

(A.3) 

so that Ap(t) can be regarded as representing the phonon field generated by the creation of phonons, pf at time tr. 
From (A.3), we can regard D(—p,t;pt, t') as being a functional of A. Thus, we have 

1 8D(-kz, h\ p2, k) 1 / " ° - ^ 8D(-h, h;p2, k) 8Aq2(r2) 
= - E / dr2 - . (A.4) 

i q2 J to 8AP2(T2) 8J„k2(h) 5J_fc2(/i) 
6V. L. Bonch-Bruevich and S. V. Tyabloikv, The Green Function Method in Statistical Mechanics (North-Holland Publishing 

Company, Amsterdam, 1962). 
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On the other hand, we introduce the inverse of the phonon Greeks function by 

E / ' dt"D{p,t;p",t")D-KP",l";P',t') = Kti-imp-p'). (A.5) 
*»" J to 

Taking the functional derivatives of both sides of this equation with respect to Aq(r)y and using (A.5) again, we 
obtain 

6D(-kh tup* h) [*-* /•*-* S i ^ - f t , r3 ; ft, n ) 
j ~ — = ( - 1 ) E / dn / dr*D(-kh h; - f t , r3) J~7~\ D(<Lhn\ P*,h) 

8AP2{T2) «1»«8^*O J to 8Ap2{T2) 

P to— ifi t* to— 4/3 
= E / drif drzT(-qh r3 ; ft, r2 ; - f t , rx)D{-kh h\ - f t , rz)D(qhn; p2,t2) > (A.6) 

Vl'VzJto J to 

where we used the notation T (see Eq. (3.6)]. If we use (A.3) and (A.6) into (A.4), and then (A.4) thus obtained 
and (A.2) into (A.l), we obtain 

R(—k2, h\ &3, h',p2,fa) 

ptQ—i(} t ptQ—ifi fto—iP 

= E / drA A-.kS(ti)d(qi+fa)6(iTi—ih)+i E / drA dTZT(—qh r3 ; ft, r2 ; —ft, ri)Z>(g3,r3; khh) 
H J to I H>UJ to J to 

XD{qhri)p2M)lD{khh\ ftr2)+^g2(r2)A_*2(/i)] , (A.7) 

where we have used the property 
D(p,t;p'/) = D(-p',t';-pyt)y (A.8) 

which is obvious from Eq. (2.3a) and the definition of Z), Eqs. (2.6) and (2.7). Substitution of (A.7) into Eq. (3.2a) 
yields Eq. (3.4). 

The last equality of Eq. (3.6) comes from the following consideration. Suppose D(pht\; p2jh) are matrix elements 
of a matrix D. Then, Eq. (3.4) can be written in a matrix form 

D^Do-DoLD. (A.9) 
Then, it easily follows that 

L^D-^Do-K (A.10) 

Thus, we are led to the last equation of Eq. (3.6), because Do'1 is independent of A. 
Finally, we calculate the vertex T [Eq. (3.6)] in the lowest approximation, in which we take the first term of 

Eq. (3.5) for L. Then, we use the T obtained into the second term on the right-hand side of Eq. (3.5) and neglect 
terms including A (f) explicitly. The result is given by 

1 
L(pi,h',q,r) = - E E V(ph -k2j k9)V(-q, ft, -qz)D(ki,h; ft,r)£>(ft,r; £3,/x). (A.l l ) 

Substituting this into Eq. (3.4), we obtain the term represented by the diagram (a) in Fig. 1. 


